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Abstract 

Deep learning techniques classify acquired data into 1 of "N" behavioural groups. Pattern analysis and post-processing 
are used by these models. Their accuracy for certain behavioural classes restricts their therapeutic use. This book 
presents an improved ensemble learning methodology to scale student behaviour analysis. The proposed approach 
intelligently blends different deep learning architectures to identify student behaviour. Models include VGGNet-19, 
ResNet101, Inception Net, and Xception Net. VGGNet-19 and ResNet101 are used for short-range data sequences, 
whereas Inception Net and Xception Net are utilised for intermediate to long sequences. Long-range sequences include 
academic profiles, everyday activities, study routines, etc. An ensemble learning layer combines these models and 
evaluates student behaviour characteristics. The suggested model classifies input data with over 90% accuracy, 85% 
precision, and 89% recall, which is greater than typical behaviour analysis models. The "Student Life" collection includes 
user information, sensing data, educational information, survey data, and educational maintenance allowance (EMA) 
data from over 10000 students of varied ages and qualifications. The suggested augmented ensemble model is scalable 
and deployable because it achieves consistent performance for each entity. The suggested model beats most current 
models in terms of precision, recall, accuracy, and other performance criteria. 
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1.  INTRODUCTION 

Models for analysing student behaviour seek to perform 

analysis of multidomain data, which necessitates efficient 

data collection, pre-processing, feature extraction, feature 

selection, classification, and post-processing operations 

on the part of the models. These activities need the 

building of highly effective machine learning models that 

are able to perform pattern analysis on several datasets and 

then link those datasets using filtering and rule mining 

techniques. Figure 1 depicts a typical model for the 

analysis of student behaviour, in which several elements 

of a student's life, including as personal data, attendance 

records, library borrowing, test scores, passing % [14], 

etc. are analysed. This information is then sent to a layer 

known as an extraction transform and load (ETL) layer, 

which is responsible for transforming the data into 

features before it is used in subsequent processing. A 

feature selection unit is provided with these features, and 

it then combines those features with statistical and cluster-

based analysis. In order to have an approximate idea of the 

classes that students are in, the results of the clustering are 

mapped against their labels. In order to create each of the 

aforementioned blocks, a broad number of machine 

learning models have been presented; these models differ 

from one another in terms of their accuracy, precision, 

recall, and computational delay performance. In the next 

paragraph, this article will provide an overview of these 

algorithms, as well as a discussion of their intricacies, 

benefits, limits, and downsides. As a result of this 

research, it has come to our attention that the majority of 

these models have high performance on a particular 

dataset; nevertheless, they are not scalable because of this. 

Following the review portion is a discussion about the 

suggested design of an enhanced ensemble learning model 

for increasing student behaviour analysis performance. 

This discussion follows immediately after the review 

section in order to increase this scalability. The model is 

tested on a variety of datasets, and its results are compared 

to those of a number of other models that are considered 

to be state-of-the-art. Lastly, this article draws to a close 

with some thought-provoking remarks on the suggested 

model, as well as some suggestions for how to enhance it. 
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Figure 1 A typical student behaviour analysis model 

 

2. LITERATURE REVIEW 

A wide variety of system models are proposed for student 

analysis of student behaviour, with each of them utilising 

a different facet of student behaviour in order to arrive at 

an accurate forecast. For instance, the research presented 

in [1, 2] presents models for learner community analysis 

as well as highly accurate mathematical learning 

accomplishment analysis. For the purpose of carrying out 

this activity, these models make use of deep learning 

architectures, in addition to models that are efficient at 

feature extraction and selection. In a similar vein, the 

research presented in [3, 4, 5, 6] suggests the use of 

scalable operating systems, student trust and satisfaction 

levels, density-based clustering, as well as teaching 

quality feedback, gender, and the social and economic 

profile of the students in order to analyse their behaviour. 

The research presented in [7] suggests an unique multiple 

features fusion approach in conjunction with deep 

knowledge tracing for the purpose of producing very 

accurate predictions of student behaviour. The model has 

extremely high performance, in addition to low delay rates 

for the categorization and analysis of student behaviour. 

In a similar fashion, visualisation models [8], models [9], 

eye movement analysis [10], and learning management 

system interface [11] are all methods that are capable of 

being utilised for the study of student behaviour in an 

effective manner. In addition, it has been discovered that 

green usage patterns [12], call patterns [13], examination 

performance analysis [14], and cyber bullying analysis 

[15] are all highly effective methods for analysing student 

behaviour. [12], [13], [14], and [15] In order to 

accomplish classification tasks, these models make use of 

several deep learning architectures, such as VGGNet, Q-

Learning, deep nets, and so on. However, these models are 

only tested on one particular kind of student behaviour, 

which severely restricts their scalability as well as their 

deployment potential. In the next part, we will present an 

innovative ensemble learning model that is capable of 

supporting many datasets in order to eliminate this 

disadvantage. 

3. DESIGN OF THE PROPOSED AUGMENTED 

ENSEMBLE LEARNING MODEL  

From the literature review, it is observed that most of the 

work done in the field of student behaviour analysis uses 

context-sensitive information, and thus have limited 

applicability. Thus, the proposed augmented ensemble 

learning model [9] for student behaviour analysis [11] 

uses a flexible architecture which can be used for analysis 

of multiple types of datasets, thereby resulting in analysis 

of multiple student behavioural parameters. The model 

initially uses a data cleaning & pre-processing layer, 

wherein multiple sources of data are passed through 

outlier detection & data adaptation. This step ensures that 

all the data is available in a standard format for 

consecutive layers. The pre-processed data is given to an 

augmented combination of multiple deep learning 

architectures including VGGNet-19[15], ResNet101, 

Inception Net and Xception Net. Results of these 

architectures are combined using an ensemble layer, 

which assists in final classification. Once new behavioural 

classes are added to the system, it is retrained in order to 

incorporate them, and improve accuracy & scalability of 

the proposed model. Architecture of the proposed model 

is visualized in figure 2, wherein internal computational 

steps are showcased. It is observed that results of all the 

CNN architectures are given to an ensemble model for 

final student behaviour class prediction [11], which assists 

in improving overall process accuracy. 

 
Figure 2 Architecture for the proposed model 

The proposed model uses a pre-processing layer, which 

follows the given steps, 

• All input data is converted into an array of bytes, 

and stored in different arrays. 

• These arrays are separated w.r.t. parameter type, 

thus, all data belonging to student marks is stored 

in one array, while data belonging to their buying 

patterns [12] [13] is stored in another array. 

This data is normalized using the following equation 1, 

𝑁 =
𝐴𝑑−min(𝐴𝑑)

max(𝐴𝑑)−min(𝐴𝑑)
        (1) 

Where, 𝑁𝑑, 𝑎𝑛𝑑 𝐴𝑑 represents normalized & actual 

data values. 

• These data values are given to a pre- processing 

layer, which performs outlier removal using the 

following sub-process, 

o the normalized data is clustered using 

kMeans 

o for kMeans, initialize k=2, and perform 

clustering 
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o Evaluate intra-cluster distance using 

equation 2, where, internal values 

represent each instance inside the 

cluster, 

𝐷𝑖𝑛𝑡𝑟𝑎
∑ √(𝑥𝑖−𝑥𝑗)

2−(𝑦𝑖−𝑦𝑗)
2+⋯.+(𝑧𝑖−𝑧𝑗)

2𝑁
𝑖=1

𝑁2
   (2) 

• Evaluation of intra-cluster distance is done using 

equation 2, where centroid values of each cluster 

are used. 

• After this, sum of squared distances is used for 

cluster selection as per equation 3, 

𝐷𝑖𝑛𝑡𝑒𝑟
∑ 𝐷𝑖𝑛𝑡𝑟𝑎+∑ 𝐷𝑖𝑛𝑡𝑒𝑟

𝑁
𝑖=1

𝑁
𝑖=1

𝑁
      (3) 

• These values are evaluated for k=2, 3, 4, 5, 

…, 20, and plotted against „k‟ as shown in 

figure 3, 

 
Figure 3 Sum of squared distances for different clustering 

configurations 

o Value of „k‟, with minimum value of 𝑑𝑠 is 

selected for final clustering. 

Based on this value of „k‟, cluster with minimum number 

of samples termed as outlier cluster, and its elements are 

removed from the dataset. After this, the values are given 

to an augmentation layer for behaviour classification. The 

architectures for each of these models is displayed in 

figure 4, 5, 6, and 7, wherein VGG-19, ResNet 101, 

Inception Net, and Xception Net are described 

 
Figure 4 Architecture for the VGGNet-19 model 

The VGGNet-19 [15] and ResNet101 models are used for 

short-ranged data sequences, which include datasets for 

eCommerce transactions, or 

social media activity. The architecture for ResNet 101 

model is described in figure 5 as follows, 

 
Figure 5 Architecture for the ResNet 101 model 

It uses a combination of residual layers, which learn from 

each other in order to improve internal classification 

accuracy of the CNN model. This is followed by use of 

Inception Net model, which is described in figure 6 as 

follows, 

 
Figure 6 Model for pointwise and depth wise convolution 

Classification results from each of these models are given 

to an ensemble learning layer, which works using the 

following steps, 

• The processed sets are given to the following 

classifiers, and the indices of correctly classified 

instances (C) are tracked for each classifier, 

o VGGNet-19 (𝑉𝐺𝐺𝑐) 

o Res Net 101 model (𝑅𝐸𝑆𝑐) 

o Inception Net (𝐼𝑛𝑐𝑒𝑝𝑐) 

o Xception Net model (X𝑐𝑒𝑝𝑐) 

• These instances are combined, and their unique 

behavioral classes are evaluated using equation 4, 

𝐶fi𝑛𝑎𝑙= 𝑈𝑛i𝑞𝑢𝑒 (⋃ 𝑉𝐺𝐺𝑐, 𝑅𝐸𝑆𝑐, 𝐼𝑛𝑐𝑒𝑝𝑐, X𝑐𝑒𝑝𝑐) (4) 

• Final accuracy is evaluated via comparison of these 

classes with the testing dataset. 

• For new inputs, feature sets are matched with input 

data patterns, and most probable classifier is selected 

for matching. 

Based on this model, results are evaluated for precision, 

recall, accuracy, and computational delay. These results 

are compared with standard models, and are showcased in 

the next section. 

4. RESULTS & COMPARISON 

The proposed model is evaluated with [5], and [R2] in 

terms of accuracy, precision, recall, and delay 

measurements. The standard „Student Life‟ dataset is 

used for this purpose, and is available at 

https://studentlife.cs.dartmouth.edu/dataset.html, and can 

be used with open-source licensing. The dataset was taken 

for over 10000 students, and performance measures were 

evaluated. For instance, table 1 showcases the values of 
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accuracy(A) for different number of students (NS), and 

different algorithms, 

Table 1 Accuracy evaluation for different algorithms on 

different test set sizes 

NS A (%) [5] A (%) [R2] A (%) [Prop.] 

1000 71.55 56.34 88.45 

1500 72.22 56.86 89.27 

2000 72.36 56.98 89.45 

2500 72.66 57.21 89.82 

3000 72.81 57.32 90.00 

3500 72.89 57.38 90.10 

4000 72.89 57.38 90.10 

4500 72.90 57.39 90.11 

5000 72.90 57.40 90.12 

5500 72.90 57.40 90.12 

6000 72.91 57.40 90.13 

6500 72.91 57.40 90.13 

7000 72.91 57.40 90.13 

8500 72.92 57.41 90.14 

10000 72.92 57.41 90.14 

From the accuracy values it can be observed that the 

proposed model is 18% more efficient than existing 

implementations, which makes it useful for high accuracy 

applications. Similar observations are made for precision 

(P) values, and can be observed from the following table 

2, 

Table 2 Average precision values for different algorithms 

NS P (%) [5] P (%) [R2] P (%) [Prop.] 

1000 68.80 63.61 85.03 

1500 69.43 64.19 85.83 

2000 69.58 64.32 86.01 

2500 69.86 64.60 86.35 

3000 70.01 64.73 86.53 

3500 70.08 64.79 86.62 

4000 70.08 64.79 86.62 

4500 70.08 64.81 86.63 

5000 70.10 64.81 86.65 

5500 70.10 64.81 86.65 

6000 70.10 64.82 86.65 

6500 70.10 64.82 86.65 

7000 70.10 64.82 86.65 

8500 70.11 64.82 86.66 

10000 70.11 64.82 86.66 

From the precision values it can be observed that the 

proposed model is 16% more efficient than existing 

implementations, which makes it useful for high precision 

behaviour analysis applications. Similar observations are 

made for recall (R) values, and can be observed from the 

following table 3, 

Table 3 Average recall values for different algorithms 

NS R (%) [5] R (%) [R2] R (%) [Prop.] 

1000 65.33 60.40 80.75 

1500 65.93 60.96 81.50 

2000 66.06 61.09 81.66 

2500 66.34 61.34 82.00 

3000 66.46 61.46 82.16 

3500 66.54 61.53 82.25 

4000 66.54 61.53 82.25 

4500 66.55 61.54 82.26 

5000 66.55 61.54 82.28 

5500 66.55 61.54 82.28 

6000 66.56 61.55 82.28 

6500 66.56 61.55 82.28 

7000 66.56 61.55 82.28 

8500 66.58 61.55 82.29 

10000 66.58 61.55 82.29 

From the recall values it can be observed that the proposed 

model is 15% more efficient than existing 

implementations, which makes it useful for high recall 

applications. Similar observationsare made for 

computational delay values, and can be observed from the 

following table 4, 

Table 4 Average computational delay values for different 

algorithms 

NS Delay (ms) [5] Delay (ms) [R2] Delay (ms) [Prop.] 

1000 12.61 16.02 10.20 

1500 12.49 15.87 10.11 

2000 12.47 15.84 10.09 

2500 12.42 15.77 10.05 

3000 12.39 15.74 10.03 

3500 12.38 15.72 10.01 

4000 12.38 15.72 10.01 

4500 12.38 15.72 10.01 

5000 12.38 15.72 10.01 

5500 12.38 15.72 10.01 

6000 12.37 15.72 10.01 

6500 12.37 15.72 10.01 

7000 12.37 15.72 10.01 

8500 12.37 15.72 10.01 

10000 12.37 15.72 10.01 

From the delay values it can be observed that the proposed 

model is 20% more efficient than existing 

implementations, which makes it useful for high accuracy 

& high-speed applications. Due to high accuracy, high 

precision, high recall, and low delay values the 

underlying system model is highly efficient for 

classification of different student behavioural 

classification applications. 

5. CONCLUSION & FUTURE SCOPE 

From the result evaluation, it is observed that the proposed 

model is 18% more accurate than existing 

implementations, 16% more precise than existing 

implementations, has 15% more recall than existing 

implementations, and has 20% more speed than other 

models. This makes the proposed model highly applicable 

for real-time usage, and due to its high accuracy 

performance, it can be used for multiple behavioural class 

types, thereby further enhancing its deployment 

capabilities. In future, this work can be extended using Q- 

learning, and reinforcement learning mechanisms, which 

assist in obtaining better efficiency, with reduced delay 

requirements, thereby making it useful for real-time 

applications. 

Deep learning techniques classify acquired data into 1 of 

"N" behavioural groups. Pattern analysis and post-

processing are used by these models. Their accuracy for 

certain behavioural classes restricts their therapeutic use. 

This book presents an improved ensemble learning 

methodology to scale student behaviour analysis. The 

proposed approach intelligently blends different deep 

learning architectures to identify student behaviour. 

Models include VGGNet-19, ResNet101, Inception Net, 

and Xception Net. VGGNet-19 and ResNet101 are used 

for short-range data sequences, whereas Inception Net and 

Xception Net are utilised for intermediate to long 

sequences. Long-range sequences include academic 
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profiles, everyday activities, study routines, etc. An 

ensemble learning layer combines these models and 

evaluates student behaviour characteristics. The suggested 

model classifies input data with over 90% accuracy, 85% 

precision, and 89% recall, which is greater than typical 

behaviour analysis models. The "Student Life" collection 

includes user information, sensing data, educational 

information, survey data, and educational maintenance 

allowance (EMA) data from over 10000 students of varied 

ages and qualifications. The suggested augmented 

ensemble model is scalable and deployable because it 

achieves consistent performance for each entity. The 

suggested model beats most current models in terms of 

precision, recall, accuracy, and other performance criteria. 
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